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Abstract: Stability failures of intact ships can be characterized as the exceedance of some critical level of roll, pitch, and 
accelerations.  The events that need to be characterized for a probabilistic assessment generally have a level of rarity so that they 
cannot be observed in a reasonable amount of model test runs or simulations.  The Peaks Over Threshold (POT) method is a 
promising technique in the assessment of these rare stability failures. POT methods model the tail of the distribution of peaks as a 
Generalized Pareto Distribution, which is formally derived from the Generalized Extreme Value distribution.  Using Generalized 
Pareto Distribution in a POT framework allows for the assessment of the probability (with confidence intervals) of these rare events 
through statistical extrapolation. 
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1. Introduction 

In the assessment of the dynamic stability of ships, 
probabilistic frameworks are generally employed to 
quantify, in some way, the risk of stability failure.  
For intact ships a stability failure can be characterized 
by the exceedance of some high level of the roll, pitch, 
or acceleration of the ship.* 

As the large amplitude motion of a ship can be a 
highly nonlinear process, the assumption of a 
Gaussian process does not hold.  Since the rich set of 
tools accompanying a Gaussian process are not 
applicable, other approaches are needed in order to 
characterize the nature of the extreme events.  In 
severe cases (i.e. very high sea states) descriptive 
statistics may suffice if enough failures can be 
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observed in physical model tests or Monte Carlo 
simulations.  For seaways where extreme events are 
sufficiently rare but the risk is still not negligible, the 
amount of model test runs or Monte Carlo simulations 
(given the requirements of a hydrodynamic code for 
this task [1]) becomes intractable.  Inferential 
statistics provide ways of dealing with these types of 
cases through techniques of statistical extrapolation 
and extreme value theory. 

2. Peaks Over Threshold Methods 

The extreme value theorem (sometimes referred to 
as the Fisher-Tippet-Gnedenko theorem) states that 
the largest value of a set of independent and 
identically distributed data (IID) in a fixed time 
period, T, will (for “large” values of T) be distributed 
via the Generalized Extreme Value (GEV) distribution 
[2].  While this theorem is extremely valuable, its 
asymptotic nature (with respect to the size of the time 
window) means it makes poor use of available data.   

The second extreme value theorem (the 
Pickands–Balkema–de Haan theorem) states that 
distribution of exceedances of a sufficiently high 
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threshold can be approximated using the Generalized 
Pareto distribution (GPD).  Use of the GPD, which is 
derived from the GEV distribution [3] [2], also relies 
on the peaks also satisfying the IID condition. 

3. Peaks Over Threshold For Dynamic 
Stability Assessment 

The general framework for the use of POT methods 
for stability assessments is discussed in [4], [5], and 
[6].  In order to ensure the IID requirement is 
satisfied, the peaks of the piece-wise linear envelope, 
rather than the peaks of the signal, are used.  The 
theoretical envelope (derived through a Hilbert 
transform) is not used as its peaks are not always a 
subset of the signal peaks. As the level is increased the 
exceedance rate computed using either envelope or 
signal peaks approach each other, but the IID 
condition will only be met using the envelope peaks 
for intermediate level thresholds.  The envelope peak 
extraction process is illustrated in Figure 1. 

 
Figure 1. Envelope Peak Selection 

The exceedance rate of level a is then given by: 

 (1) 

Where a is the level of interest, μ is the threshold, λμ 

is the rate of exceedance of threshold μ, and 
F(x>a|x>μ) is the conditional probability that a will 
be exceeded given that μ has been exceeded.  It is 
this conditional probability that needs to be computed 
accurately for this type of method to work, since the 
level of interest (defined as a stability failure) may be 
higher than the any peak observed during a model test 
or set of simulations, as shown by sample histogram 
and GPD fit in Figure 2. 

 
Figure 2. Histogram in GPD Fit of Ship Motions Data 

4. Modeling the Distribution of Peaks Over 
Threshold 

4.1 Definition of the Probability Density Function 

As stated in section 2, the GPD is used to model the 
conditional distribution of peaks over the threshold.  
The probability density function of the GPD has three 
parameters, location (μ), shape (k) and scale (σ).  The 
location parameter is generally taken as the assumed 
threshold.  The probability density function is given 
by equation (2). 

 

(2) 

The associated cumulative density function is given 
by equation (3). 

 

(3) 

When the shape parameter k is zero, the GPD 
reduces to the exponential distribution.  The tail of a 
normal process will behave in this way.  When k is 
positive the tail is said to be heavy and higher levels 
become more likely than as modeled with the 
exponential distribution.  Conversely, when k is 
negative the tail is said to be light, and higher levels 
have a smaller probability of exceedance. 
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4.2 Light Tails 

For cases where the tail is light (k < 0), the GPD 
has a right bound, xB, which is given by: 

 
(4) 

Above xB the probability of exceedance is 
identically 0.  It is important to note that the 
derivative of the cumulative density function (CDF) 
gets very steep in the vicinity of xB.  This means that 
small changes in x lead to large changes in the 
probability of exceedance.  The practical implication 
is that the confidence interval on the predicted 
exceedance rate can be very large near xB. 

4.2 Parameter Estimation 

  The parameters of the GPD are estimated using 
the Maximum Likelihood Estimation (MLE) method.  
The MLE method is based on the assumption that the 
observed data is the most likely data.  The Maximum 
Likelihood (ML) estimator for a probability density 

function, f, with parameter set , is given by: 

 

(5) 

where the xi values are the observed data.  The value 
of the L is maximized with respect to the parameters 

.  In practice the natural logarithm of the likelihood 

function is used as certain algebraic simplifications 
that ease the complexity of the calculations can be 
achieved and the product operator becomes a 
summation operator.  The estimates the distribution 
parameters, k and σ, from the MLE method are 
approximately normally distributed.   

4.3 Confidence Interval of the Distribution 
Parameters 

  The confidence interval on the distribution 
parameters, k and σ, may be calculated using the delta 
method.  The delta method assumes the parameters 

are normally distributed and that the ML estimator is a 
deterministic function of random arguments.  The 
ML estimator is linearized and the variances of the 
parameters are computed by, first, computing Fisher 
Information matrix, MF, a 2x2 matrix of the 2nd partial 
derivatives of the likelihood function. The covariance 
matrix is the inverse of MF and the variances of the 
parameters are the diagonal elements of covariance 
matrix.  The off-diagonal terms give the covariance 
of the parameter estimates.  The confidence interval 
on the parameters is obtained assuming the parameter 
estimates are the mean value of a normal distribution 
with variances from the covariance matrix. 

  The profile log-likelihood method is another 
method for determining the confidence intervals on 
the distribution parameters [7].  The profile 
log-likelihood method has the advantage that the 
resulting confidence intervals need not be symmetric, 
but the computational cost is much higher.  For the 
calculation of the parameter confidence intervals, this 
computational burden likely does not yield much gain. 

4.4 Threshold Selection 

  A critical part of using the GPD effectively is 
selecting an appropriate threshold.  Tanaka et. al. 
provide an overview of several commonly used 
methods and compare their performance [8].  Typical 
methods of threshold selection are graphical in nature, 
as many applications only deal with one dataset.   
 
These methods include: 

• Shape parameter plot (see Figure 3 - Top) 
• Modified scale parameter plot (see Figure 3 – 

Bottom) 
• Mean excess plot 

 
In order to be useful for the probabilistic assessment 
of ship stability failure, the threshold selection method 
must be automated.  The shape and modified scale 
parameter plots can be easily automated, while the 
mean excess plot (sometimes call the mean residual 
life plot) is a little more difficult to automate in a 
sensible fashion.  For the shape and modified scale 
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parameter plots, the main idea is that above the 
minimum threshold, these values should be 
(statistically) constant with respect to the threshold. 

 
 

 

 
Figure 3. Sample Shape Parameter Plot (Top) and 

Modified Scale Parameter Plot (Bottom) 

Additionally Reiss and Thomas [9] suggest two 
related alternative methods based on minimizing the 
difference between the shape parameter at a given 
threshold and the mean or median of the shape 
parameter for all of the thresholds above. 

All of these methods give a lower bound on the 
threshold choice.  The selected threshold must 
therefore be at least as high as the highest low bound 
from this set of methods.  Additionally, given the 
sensitivity of the probability near the xB when the tail 
is light, selection of the threshold with the highest 
shape parameter can help shrink the size of the 
confidence interval to some extent. 

5. Extrapolation of the Conditional 
Probability of Exceedance 

The conditional probability of exceedance is 
computed using equation (3).  This value of the 
probability is based on the mean value of the 
parameter estimates.  As the equation (3) is a 
non-linear function and can be treated as a 
deterministic function with random arguments, the 

mean probability will not be equal to the probability 
computed using the mean of the parameter estimates.   

There are several techniques to compute the 
confidence interval on the probability estimate.  The 
CDF of the extrapolated probability of exceedance, 
Fp, may be computed using equation (6).  The 
confidence interval would then be assessed from the 
quantiles of the CDF. 
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The parameter space contained by the parameter 
confidence intervals may contain area where the 
computed probability is zero.  If this is the case, then 
there is a discontinuity in the CDF of probability of 
exceedance.  This is visible in Figure 4, where FP(0) 
is the amount of area where Fp is zero.  In this case 
the lower bound of the confidence interval on the 
probability of exceedance will be zero. 

 
Figure 4. CDF of the Probability of Exceedance 

Another method to be considered is an indirect 
method using the Profile Log-likelihood method 
mentioned earlier.  The confidence intervals are 
developed for the return level and then mapped to the 
corresponding probability. This indirect use of the 
Profile Log-likelihood Method seems to be the more 
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accurate than the CDF based technique based on 
investigations using data sampled from a parent GPD.  
Issues still arise near the right bound in the case of a 
light tail. 

6. Validation Considerations 

Some work has been done on the validation of 
statistical extrapolation methods for use in ship 
dynamics.  Smith discussed some initial validation 
results [10].  Generally these types of methods fair 
well, though more work needs to be done in this area. 

7. Conclusions 

Peaks Over Threshold methods can be very 
effective in the prediction of large ship motions or 
stability failures for intact ships.  The Generalized 
Pareto distribution has some behaviors which need to 
be understood, particularly for light-tailed processes, 
in order to make proper use of it.  The study of 
light-tailed processes and the behavior of the 
confidence interval for the probability of exceedance 
have been given some treatment in the present work, 
but have not been studied as deeply as heavy-tailed 
processes and return levels in available literature. 
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